
1.  Introduction
The sign of soil moisture-precipitation feedbacks has important implications for regional hydroclimate over land. 
A negative feedback, where low soil moisture promotes precipitation, stabilizes the land-atmosphere system 
against intense dry spells. In contrast, a positive feedback, where low soil moisture inhibits precipitation, allows 
dry spells to self-reinforce. That a negative feedback is possible at all is testament to the “openness” of the hydro-
logical cycle over land: on regional scales, moisture for precipitation is provided both locally by evaporation and 
non-locally by large-scale convergence (Trenberth,  1999). Global models with parameterized convection can 
explicitly simulate large-scale moisture transport, but the use of convective parameterizations can introduce biases 
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toward overly-positive spatial soil moisture-precipitation feedbacks (Hohenegger et al., 2009; Moon et al., 2019; 
Taylor et al., 2012, 2013), complicating their use as a tool for understanding soil moisture-precipitation feed-
backs. Here, we explore an alternative approach to modeling soil moisture-precipitation feedbacks over tropical 
land: running small-domain convection-permitting simulations, but with the key addition of a parameterized 
large-scale circulation that “opens” the hydrological cycle and interacts with processes inside the simulated 
domain. In contrast to simulations with global models, this approach permits explicit simulation of many of 
the processes involved in local land-atmosphere coupling and has shown impressive skill in simulations of 
seasonal changes in Amazonian hydroclimate (Anber, Gentine, et al., 2015). Despite these strengths, however, 
it is not widely used in work on land-atmosphere interactions and remains an unexplored tool for studies of soil 
moisture-precipitation feedbacks. Our paper fills this gap by exploring mechanisms that regulate the sign and 
strength of the soil moisture-precipitation feedback in idealized convection-permitting simulations coupled to a 
parameterized large-scale circulation. Specifically, we focus both on understanding how the temporal evolution 
of soil moisture affects the persistence of wet and dry states, and on appraising the robustness of our results to the 
formulation of our large-scale dynamics parameterization.

Past work provides evidence that, at least in certain situations, coarse-resolution models with parameterized 
convection tend to simulate overly-positive spatial soil moisture-precipitation feedbacks. In global climate 
models, afternoon convective rain occurs preferentially over locally-wet soil (Moon et  al.,  2019; Taylor 
et al., 2012), consistent with quasi-equilibrium-based predictions of a positive feedback (Eltahir, 1998; Findell & 
Eltahir, 2003). However, observations indicate that afternoon rain is more common over locally dry soil through-
out most of the tropics (Guillod et al., 2015; Moon et al., 2019; Taylor et al., 2012), and simulations with resolved 
rather than parameterized convection reproduce the observed negative spatial feedback in the Sahel (Taylor 
et al., 2013). Similarly, coarse-resolution simulations of convective rain during the European summer produce 
higher rainfall when initialized with higher soil moisture, whereas simulations run at convection-permitting reso-
lution often produce higher rainfall when initialized with lower soil moisture (Hohenegger et al., 2009; Leutwyler 
et al., 2021).

The ability of convection-permitting models to reproduce observed negative spatial soil moisture-precipitation 
feedbacks has made them a popular tool for idealized process-oriented modeling studies. Past studies have placed 
a particular emphasis on understanding links between spatial soil moisture variability, convection, and precip-
itation, and include work examining the effects of soil moisture heterogeneity on the diurnal growth of cumu-
lus clouds (Rieck et  al.,  2014), comparing the relative importance of soil moisture anomalies and orography 
(Imamovic et al., 2017), showing that soil moisture feedbacks are able to overcome self-aggregation feedbacks 
that favor convection in already-moist regions (Hohenegger & Stevens, 2018), and formulating simple models 
for the intensity of rain over locally-dry soil (Cioni & Hohenegger, 2018). A consistent finding is that mesoscale 
(O(100 km)) variations in soil moisture promote precipitation over relatively dry soil through thermally-driven 
boundary layer circulations that converge moisture evaporated by surrounding wet soil, although one study 
(Froidevaux et al., 2014) points out that background wind can displace the heaviest rainfall relative to the location 
of strongest boundary layer convergence.

However, small-domain convection-permitting models poorly represent some features of regional climate over 
tropical land. Doubly-periodic horizontal boundary conditions, which are easy to implement and widely used, 
prevent any domain-mean moisture convergence or divergence. As a result, non-zero evaporation must be 
balanced somewhere by precipitation, and simulating a dry region with suppressed convection requires a domain 
large enough to also contain a wet region with active convection. Prescribing large-scale ascent or subsidence, 
and calculating the associated moisture convergence and divergence, permits arbitrarily wet or dry domain-mean 
conditions, but this is also unrealistic. In the tropics, large-scale vertical motion is tightly coupled to convective 
heating by dynamical constraints that require weak horizontal temperature gradients (Sobel et al., 2001), and is 
as much a response to the presence or absence of precipitation as it is a cause of either.

These limitations make it difficult to run experiments that capture the full range of feedbacks between soil mois-
ture, convection, and large-scale moisture transport on domains small enough to allow computationally-cheap 
exploration of parameter space. In this paper, we explore one approach to overcoming them: by coupling a 
doubly-periodic convection-permitting model to a parameterization of large-scale circulations based on the weak 
temperature gradient (WTG) approximation (Sobel et al., 2001). WTG parameterizations operate by defining a 
reference tropical-mean temperature profile, diagnosing large-scale vertical motion profiles that relax simulated 
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temperature profiles toward the reference profile, and using large-scale vertical motion profiles to calculate 
large-scale sources and sinks of energy and moisture. The reference temperature profile can either be taken from 
observations (as in e.g., Anber, Gentine, et al., 2015) or from a simulation of radiative-convective equilibrium 
(RCE) that produces a dilute moist adiabat consistent with the equilibrium state of the model (as in e.g., Daleu 
et al., 2015). When coupled to a convection-permitting model, WTG parameterizations produce an open hydro-
logical cycle with large-scale motion and moisture convergence tightly coupled to explicitly-modeled convection, 
permitting both precipitating “wet” states where rainfall balances evaporation and moisture convergence, and 
non-precipitating “dry” states where moisture divergence balances evaporation. We use “WTG simulation” to 
refer to this class of simulations for the remainder of the paper.

In WTG simulations over ocean, the occurrence of wet and dry steady states is controlled most directly by energy 
input into the atmospheric column. High surface fluxes, produced by high sea surface temperatures or strong 
near-surface wind, favor wet states with active convection and large-scale ascent, while low surface fluxes favor 
dry states with suppressed convection and large-scale subsidence (Anber, Wang, & Sobel, 2015; Raymond & 
Zeng, 2005; Sentić & Sessions, 2017; Sessions et al., 2016; Sobel & Bretherton, 2000; Wang & Sobel, 2011). 
Strikingly, the sets of boundary conditions that support wet and dry steady states often intersect, allowing simula-
tions to support multiple equilibria (both precipitating and non-precipitating) with identical boundary conditions 
(Sessions et al., 2010; Sobel et al., 2007). Multiple equilibria in WTG simulations over ocean are maintained by 
feedbacks between convection and large-scale vertical motion: active convection favors large-scale ascent that 
itself promotes convection, while the absence of convection favors large-scale subsidence that further suppresses 
convection (Sessions et al., 2010; Sobel et al., 2007). Whether WTG-constrained simulations also support multi-
ple equilibria in precipitation over land remains largely unexplored, but assuming they are supported prompts a 
natural question about soil moisture-precipitation feedbacks: do wet and dry states that are stable with fixed soil 
moisture remain stable when soil moisture is interactive? This is the specific question our paper targets: we first 
show that multiple equilibria exist over a land surface that evaporates freely, and then examine whether allowing 
soil moisture to evolve in time can trigger transitions between precipitating and non-precipitating steady states.

We begin in Section  2 by describing the design of WTG simulations over land, including details about the 
convection-permitting atmospheric model, large-scale dynamics parameterization, and simple land surface 
scheme. In Section 3, we demonstrate that WTG simulations with fixed soil moisture, allowing for free evapora-
tion, support both wet and dry steady states across a broad range of values of column energy input. In Section 4, 
we use these wet and dry equilibria as initial conditions for simulations with interactive soil moisture. Starting 
from wet equilibria, imbalances between precipitation and evaporation are balanced by runoff, and simulations 
remain wet. Starting from dry equilibria, however, we find that transient reductions in soil moisture can trigger 
a transition to a wet equilibrium, and we attribute this negative soil moisture-precipitation feedback to weaker 
drying of the boundary layer by the parameterized large-scale circulation. We explore the robustness of the 
negative feedback to changes in the formulation of the large-scale dynamics parameterization in Section 5. The 
two alternative parameterizations that we test modify the range of values of column energy input over which the 
negative feedback occurs, but neither eliminate it entirely. Finally, we summarize our results in Section 6 and 
conclude by discussing prospects for using WTG simulations in future research on land-atmosphere interaction.

2.  Simulation Design
We conduct simulations with version 6.11.7 of the System for Atmospheric Modeling (SAM, Khairoutdinov 
& Randall,  2003). All simulations use a 128 × 128 km 2 doubly-periodic non-rotating domain with no back-
ground flow, a horizontal resolution of 1 km, and a stretched vertical grid with 74 levels. Vertical levels and 
trace gas concentrations are set following the Radiative-Convective Equilibrium Model Intercomparison Project 
(RCEMIP) protocol (Wing et al., 2018), and the Rapid Radiative Transfer Model (Mlawer et al., 1997) is used 
to interactively calculate radiative heating rates. Gravity waves are damped by a sponge layer in the top third of 
the domain. Microphysics are parameterized using the SAM single-moment parameterization (Khairoutdinov & 
Randall, 2003), sub-grid-scale turbulence is modeled using a first-order Smagorinsky closure, and surface fluxes 
of sensible and latent heat are calculated using bulk formulas with aerodynamic resistances calculated based on 
Monin–Obukhov similarity theory.

We first generate a reference tropical-mean temperature profile by running a 100 day simulation of RCE over a 
303 K ocean surface and taking an average over the last 20 days. The RCE simulation has a fixed surface albedo 
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of 0.07, a surface roughness length of 0.0002 m, and time-independent insolation defined by a solar constant of 
551.5 W m −2 and a zenith angle of 42.43°, chosen following the RCEMIP protocol (Wing et al., 2018) to match 
the annual-mean insolation and insolation-weighted zenith angle between the Equator and 20°. This combination 
of parameters produces a steady-state temperature profile close to a moist adiabat with a shallow subcloud layer 
and near-surface moist static energy (MSE) of about 343 kJ kg −1, similar to convecting regions of the real-world 
tropics (Zhang & Fueglistaler, 2020).

We then use the tropical-mean temperature profile as input to a suite of simulations coupled to a land-like inter-
active surface (Section 2.1) and a parameterization of large-scale circulations based on the WTG approximation 
(Section 2.2).

2.1.  Land-Like Interactive Surface

The interactive surface in our WTG simulations is “land-like” in two critical ways. First, the surface temperature 
is interactive, which in combination with a low surface heat capacity requires a closed surface energy budget even 
on diurnal time scales. Second, latent heat fluxes are influenced by soil moisture and shut off completely as soil 
moisture approaches a prescribed “wilting point.”

We keep the surface albedo fixed at 0.07 in WTG simulations. This value, which is low relative to most land 
surfaces, allows parameter sweeps with varied solar latitude to include some simulations where the energy input 
into the land-atmosphere system is higher than the real-world tropics, as well as some simulations where it is 
lower. We increase the surface roughness length in simulations with a land-like surface to a land-like value of 
0.035 m. Surface temperature at each gridpoint evolves in time according to

𝐶𝐶𝑠𝑠

d𝑇𝑇𝑠𝑠

d𝑡𝑡
= 𝑆𝑆𝑆𝑆 + 𝐿𝐿𝐿𝐿

−
− 𝐿𝐿𝐿𝐿

+
− 𝐿𝐿𝐿𝐿𝐿𝐿 − 𝑆𝑆𝑆𝑆𝑆𝑆 𝑆� (1)

where Cs is the surface heat capacity (set to the equivalent to 5 cm of water following Cronin et al. (2015)), Ts is 
surface temperature, t is time, SW and LW − are net shortwave and downward longwave fluxes at the surface, LW + 
is longwave emission from the surface, and LHF and SHF are turbulent fluxes of latent and sensible heat (defined 
as positive upwards).

Soil moisture is prescribed in some simulations and prognosed in others. When it is prognosed, it evolves in time 
according to

𝜌𝜌𝑤𝑤𝐷𝐷
d𝜙𝜙

d𝑡𝑡
= 𝑃𝑃 − 𝐸𝐸 − 𝑅𝑅𝑅� (2)

which describes a leaky bucket model where ρw is the density of liquid water, D is the soil depth, ϕ is 
non-dimensional soil moisture, P is precipitation, E is evaporation, and R is drainage and runoff. Drainage is 
parameterized by relaxation toward field capacity (ϕfc) on a timescale τfc as

𝑅𝑅 = max

[

0,
𝜌𝜌𝑤𝑤𝐷𝐷

𝜏𝜏𝑓𝑓𝑓𝑓
(𝜙𝜙 − 𝜙𝜙𝑓𝑓𝑓𝑓)

]

.� (3)

Runoff is parameterized by immediately resetting soil moisture to the soil porosity (ϕpor) whenever ϕ > ϕpor. 
We use ϕpor = 0.475 and ϕfc = 0.370, corresponding to values for loamy clay in the Consortium for Small-Scale 
Modeling (COSMO; Doms et al., 2011), and set τfc = 2 days. The details of the drainage and runoff parameter-
izations are unlikely to have important impacts on land-atmosphere coupling because they activate when soil 
moisture is high and only weakly influences evaporation. Their primary role is simply to allow steady states with 
P − E > 0.

Soil moisture influences evaporation by modulating a surface resistance rs formulated following Hohenegger and 
Stevens (2018) as

𝑟𝑟𝑠𝑠 = 𝑟𝑟𝑠𝑠𝑠𝑠𝑠𝑠𝑠
𝜙𝜙𝑓𝑓𝑓𝑓 − 𝜙𝜙𝑤𝑤𝑤𝑤

𝜙𝜙 − 𝜙𝜙𝑤𝑤𝑤𝑤

,� (4)

where rs,fc is the surface resistance at field capacity and ϕwp is the wilting point soil moisture (Note that an identical 
model can be obtained by replacing rs,fc and ϕfc with rs and ϕ at any reference point.). We use ϕwp = 0.185, again 
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corresponding to the COSMO value for loamy clay, and set rs,fc = 50 s m −1 
so that reductions in soil moisture lead to a gradual shutoff of evaporation 
(Hohenegger & Stevens,  2018). The surface resistance is added in series 
to the aerodynamic resistance ra from Monin–Obhukov similarity theory 
such  that

𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜌𝜌𝜌𝜌𝑣𝑣𝑔𝑔𝐿𝐿𝐿𝐿𝐿𝐿 (𝑞𝑞
∗
𝑠𝑠 − 𝑞𝑞𝑎𝑎),� (5)

where ρ is the near surface air density, Lv is the latent heat of vapourization, 𝐴𝐴 𝐴𝐴∗𝑠𝑠 
is surface saturation specific humidity, qa is near-surface specific humidity, and

𝑔𝑔𝐿𝐿𝐿𝐿𝐿𝐿 (𝜙𝜙) =
1

𝑟𝑟𝑎𝑎 + 𝑟𝑟𝑠𝑠(𝜙𝜙)
� (6)

is the latent heat flux conductance. Sensible heat fluxes are given by

𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜌𝜌𝜌𝜌𝑝𝑝𝑔𝑔𝑆𝑆𝑆𝑆𝑆𝑆 (𝑇𝑇𝑠𝑠 − 𝑇𝑇𝑎𝑎),� (7)

where cp is the specific heat capacity of dry air, Ts is surface temperature, Ta 
is near-surface air temperature, and

𝑔𝑔𝑆𝑆𝑆𝑆𝑆𝑆 =
1

𝑟𝑟𝑎𝑎
� (8)

is the sensible heat flux conductance.

Our choice to use soil texture parameters (ϕpor, ϕfc, and ϕwp) corresponding 
to loamy clay follows Hohenegger and Stevens (2018). These parameters are 

intermediate choices appropriate for idealized simulations with a single soil type; texture parameters for other soil 
classes in COSMO vary from ϕpor = 0.364, ϕfc = 0.196, and ϕwp = 0.042 (sand) to ϕpor = 0.863, ϕfc = 0.763, and 
ϕwp = 0.265 (peat). Loamy clay is found alongside other soil classes throughout the tropics, including in Central 
and South America, equatorial Africa, Southeast Asia, and the Maritime Continent (e.g., Ross et al., 2018).

Plotting the ratio of latent to sensible heat flux conductance as a function of soil moisture shows that the latent 
heat flux conductance (and therefore the latent heat flux itself) goes to zero as soil moisture approaches the 
wilting point from above (Figure  1). The shutoff occurs more suddenly when the aerodynamic resistance is 
high (i.e., when the boundary layer is stable, or near-surface wind speeds are low) and more gradually when the 
aerodynamic resistance is low (i.e., when the boundary layer is unstable, or near surface wind speeds are high). 
Typical daytime values for the aerodynamic resistance in our simulations are O(100 s m −1); for these values, the 
conductance ratio is somewhat sensitive to soil moisture when the surface is wet (i.e., at and above field capac-
ity), but the sensitivity increases substantially below about ϕ = 0.25. As a result, we expect latent heat fluxes to 
decrease substantially for ϕ ≲ 0.25.

2.2.  WTG Parameterization of Large-Scale Dynamics

Our WTG parameterization follows the spectral WTG (SWTG) scheme of Herman and Raymond (2014). At each 
time step, the scheme diagnoses a large-scale vertical velocity based on differences between horizontally-averaged 
temperatures and the tropical reference temperature profile, then calculates large-scale tendencies by vertically 
advecting horizontal-average profiles. While our WTG scheme neglects virtual effects for simplicity, again 
following the scheme described in Herman and Raymond (2014), virtual effects could be included by calculating 
the large-scale vertical velocity profile based on virtual temperature anomalies. The net effect of the parame-
terized large-scale circulation produced by our WTG scheme is to relax domain-mean temperatures toward a 
reference tropical-mean temperature profile while generating internally self-consistent profiles of large-scale 
moisture convergence and divergence that produce an open hydrological cycle. This parameterization is critical 
for our work because it allows simulations to support both precipitating equilibria with active deep convection 
and non-precipitating equilibria where convection is inactive throughout the entire model domain.

The large-scale vertical velocity is set by diagnosing the displacement DWTG required to nullify the domain-mean 
dry static energy perturbation of the atmospheric layer at height z. This is given by

Figure 1.  Ratio of the latent to sensible heat flux conductance gLHF/gSHF as a 
function of soil moisture ϕ for three values of the aerodynamic resistance ra. 
Note that ra = O(100 s m −1) is typical for the daytime boundary layer in our 
simulations.
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𝐷𝐷𝑊𝑊𝑊𝑊𝑊𝑊(𝑧𝑧) =
𝑠̄𝑠 − 𝑠𝑠0

max(𝑐𝑐𝑝𝑝𝛾𝛾𝛾 𝛾𝛾𝑧𝑧𝑠̄𝑠)
,� (9)

where 𝐴𝐴 𝐴𝐴𝐴 is the horizontally-averaged dry static energy (DSE), s0 is a reference DSE profile calculated from the 
reference tropical-mean temperature profile, z is height, cp is the heat capacity of dry air, and γ = 0.3 K km −1 is a 
minimum stability intended to prevent unrealistically-large vertical velocities at levels with weak stability. DWTG 
is then projected onto a series of approximate gravity wave modes, giving

𝐷̂𝐷𝑊𝑊 𝑊𝑊𝑊𝑊𝑊𝑊𝑊 =
2

𝐻𝐻 ∫
𝐻𝐻

0

𝐷𝐷𝑊𝑊𝑊𝑊𝑊𝑊(𝑧𝑧)sin

(

𝑗𝑗𝑗𝑗𝑗𝑗

𝐻𝐻

)

d𝑧𝑧𝑧� (10)

and the large-scale vertical velocity wWTG is reconstructed from 𝐴𝐴 𝐷̂𝐷𝑊𝑊 𝑊𝑊𝑊𝑊 as

𝑤𝑤𝑊𝑊𝑊𝑊𝑊𝑊(𝑧𝑧) =
∑

𝑗𝑗

𝐷̂𝐷𝑊𝑊 𝑊𝑊𝑊𝑊𝑊𝑊𝑊

𝜏𝜏𝑗𝑗
sin

(

𝑗𝑗𝑗𝑗𝑗𝑗

𝐻𝐻

)

.� (11)

The tropopause height H is set to the height of the lower interface of the model level at which domain-average 
temperatures first drop below 210 K, and we include modes from j = 1 to the number of model levels below 
z = H. With this set of modes, the smallest height scales in wWTG are equal to the average vertical resolution of 
the model between the surface and z = H (about 400 m for typical values of H). We set wWTG to zero above z = H. 
The relaxation timescale τj is mode-dependent and set to

𝜏𝜏𝑗𝑗 =
𝐿𝐿

𝑐𝑐𝑗𝑗
� (12)

where L is a specified horizontal length scale. cj is the hydrostatic gravity wave speed corresponding to mode j, 
estimated as

𝑐𝑐𝑗𝑗 =
𝑁𝑁𝑁𝑁

𝜋𝜋𝜋𝜋
,� (13)

where N is the average of the Brunt-Vaisala frequency between z = 0 and z = H. We set L = 128 km, equal to the 
horizontal extent of the model domain. Once wWTG is known, large-scale tendencies for a generic scalar ϕ are 
calculated as

𝜙̇𝜙(𝑥𝑥𝑥 𝑥𝑥𝑥 𝑥𝑥) = −𝑤𝑤𝑊𝑊𝑊𝑊𝑊𝑊(𝑧𝑧)
𝜕𝜕𝜙̄𝜙(𝑧𝑧)

𝜕𝜕𝜕𝜕
,� (14)

where 𝐴𝐴 𝜙̄𝜙 indicates a horizontal average over the model domain. We include large-scale tendencies for all water 
species and liquid/ice static energy, the prognostic thermodynamic variable used by SAM.

A primary goal of this paper is to examine whether simulated soil moisture-precipitation feedbacks are robust to 
details in the formulation of WTG parameterizations of large-scale dynamics—much as a study using a global 
climate model might examine robustness to details in the formulation of sub-grid parameterizations—and formu-
lating the SWTG scheme described in this section required making some decisions about details. Here, we 
provide the reasoning behind key decisions, and we examine the impact of some of these decisions in more detail 
in Section 5.

Rather than using an SWTG scheme, we could have chosen to use a simpler conventional WTG (CWTG) scheme 
(Herman & Raymond, 2014; Raymond & Zeng, 2005) that simply sets wWTG = DWTG/τ1. We focus initially on 
SWTG simulations for two reasons. The first is that CWTG schemes require manually tapering wWTG so that it 
satisfies wWTG = 0 at z = 0 and z = H, and past work indicates that the presence of multiple equilibria in CWTG 
simulations over fixed sea surface temperatures can be sensitive to how this tapering is accomplished (Daleu 
et al., 2015; Herman & Raymond, 2014). The second is that SWTG schemes produce a nonlocal response to 
temperature anomalies, an effect present in fully-resolved large-scale circulations that can alter how large-scale 
flow interacts with convection and cannot be captured by CWTG schemes (Herman & Raymond,  2014; 
Romps, 2012a). We could also have chosen to use a weak pressure gradient (WPG, Edman & Romps, 2014; 
Kuang, 2008; Romps, 2012a) scheme in place of a WTG scheme. WPG schemes are similar to SWTG schemes 
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in that they capture the nonlocal response to transient buoyancy anomalies, but are derived by parameterizing the 
pressure gradient force between the model domain and surrounding environment and damp shallow buoyancy 
anomalies less quickly than either SWTG or CWTG schemes (Herman & Raymond, 2014; Romps, 2012b). We 
focus on simulations with WTG schemes primarily because this provides a stronger connection with past studies 
that motivate our work (Anber, Gentine, et al., 2015; Sessions et al., 2010; Sobel et al., 2007), but we include 
some discussion of how using a WPG scheme might affect model behavior in the concluding section of our paper 
(Section 6).

We also could have chosen to calculate large-scale tendencies to include convergence from a reference column with 
properties that differ from averages over the model domain (Romps, 2012a; Sessions et al., 2010, 2015, 2016). We 
chose our formulation of large-scale tendencies primarily because it requires minimal additional information—in 
particular, it does not require determining an appropriate moisture profile for surrounding regions—and so is 
simpler to implement in less idealized experiments (e.g., Anber, Gentine, et al., 2015) where reference profiles 
are taken from observations. Additionally, this choice introduces an important distinction between our simula-
tions and RCE simulations with resolved soil moisture gradients, because it prevents dry states in our simulations 
from re-moistening by converging moisture from a surrounding wetter region. One potential downside of our 
formulation is that it provides no way for the atmosphere to remoisten from a state where the atmosphere is 
completely dry and evaporation from the surface is completely shut off. To ensure our simulations never access 
this state, we add an additional large-scale tendency given by

𝑞𝑞𝑣𝑣,𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟(𝑥𝑥𝑥 𝑥𝑥𝑥 𝑥𝑥) = max[0, 𝛽𝛽(𝑞𝑞0(𝑧𝑧) − 𝑞𝑞𝑣𝑣(𝑧𝑧))]� (15)

to the specific humidity field to prevent complete drying of the atmosphere. q0(z) is set to correspond to 10% 
relative humidity for the tropical reference temperature profile, and β is set to (5 days) −1 below z = H − 2 km and 
tapered linearly to zero at z = H.

2.3.  Model Constraints in Equilibrium

To summarize: the combination of an interactive land-like surface and WTG parameterization of large-scale 
flows allow our simulations to attain both precipitating and non-precipitating steady states, but requires them to 
do so in a way that satisfies energy and moisture balances for both the surface and the atmosphere:

1.	 �Surface energy balance. In equilibrium, surface heating by shortwave and downwelling longwave radiation 
must be balanced by surface cooling by longwave emission and turbulent fluxes, which constrains the equi-
librium surface temperature.

2.	 �Surface moisture balance. When soil moisture is prognostic, surface moistening by precipitation must be 
balanced at equilibrium by moisture loss through evaporation, drainage, and runoff. This permits precipitating 
steady states with precipitation either equal to or greater than evaporation. In the former case (P − E = 0), 
soil moisture can in principle assume any value between the wilting point and field capacity. In the latter case, 
positive P − E must be balanced by drainage and runoff, which requires soil moisture to be at or above field 
capacity. In non-precipitating steady states (P = 0), the only possible equilibrium is one with E = 0, so soil 
moisture must decrease until it reaches the wilting point and evaporation shuts off.

3.	 �Atmospheric energy balance. In precipitating steady states with active deep convection, convective heating 
can exceed radiative cooling (in which case the residual is balanced by cooling by large-scale ascent) or be 
somewhat smaller than radiative cooling (in which case the residual is balanced by heating by large-scale 
subsidence). In non-precipitating steady states, a steady-state atmospheric energy budget is achieved through 
a balance between radiative cooling and heating by large-scale subsidence.

4.	 �Atmospheric moisture balance. In precipitating steady states, non-zero P − E can be balanced by large-scale 
moisture convergence or divergence. In non-precipitating steady states, non-zero E (permissible at equilib-
rium only when soil moisture is fixed) must be balanced by large-scale moisture divergence. This is accom-
plished through large-scale subsidence (required for atmospheric energy balance) that produces low-level 
mass divergence in a moist boundary layer.

3.  Multiple Equilibria With Fixed Soil Moisture
We begin by running a suite of simulations with interactive surface temperature and soil moisture fixed at field 
capacity. Insolation is set to an equinoctial diurnal cycle, and we vary the solar latitude to obtain simulations 
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with time-mean insolation I  =  αI0 for α  =  (1, 0.9, 0.8, 0.7, 0.6), where 
I0 = 438.6 W m −2 is the time-mean insolation at a solar latitude of 0°. At each 
solar latitude, we test for the presence of multiple equilibria by comparing 
simulations initialized with the mean moisture profile from the last 20 days 
of the RCE simulation to simulations initialized with a completely dry 
atmosphere.

Equilibration time scales in our WTG simulations are quite short. Most reach 
a statistically-steady state within the first 20 days of simulation, much faster 
than the time required for the equilibration of RCE simulations over interac-
tive surfaces (Cronin & Emanuel, 2013; Romps, 2020). To ensure that equi-
libria are robust over longer time scales, however, we allow simulations to 
run for 80 days before collecting statistics over days 80–100. With a humid 
initial atmosphere, simulations reach a precipitating equilibrium for α ≥ 0.7; 
with a dry initial atmosphere, simulations remain dry for α ≤ 0.8 (Figure 2a). 
Thus, similar to findings over fixed-temperature ocean surfaces (Sessions 
et al., 2010; Sobel et al., 2007), WTG simulations over a moist land surface 
can support multiple equilibria in precipitation, and the relatively short equi-
libration time scales suggest that they might manifest during relatively short 
periods of undisturbed conditions. For brevity, we will refer to these as “wet” 
and “dry” equilibria even though the surface evaporates freely in all cases.

Precipitation minus evaporation is positive in all wet equilibria, indicating 
large-scale moisture convergence, and negative in all dry equilibria, indicat-
ing large-scale moisture divergence (Figure 2a). The top-of-atmosphere net 
radiative flux (equivalent to the net radiative energy input into the column) 
is positive in wet equilibria and negative in dry equilibria (Figure 2b), giving 
a positive normalized gross moist stability (Raymond et  al.,  2009) in all 
equilibrium states. Precipitable water is much lower in dry equilibria than 
in wet equilibria due to free-tropospheric drying by large-scale subsidence 
(Figure 2c). The surface evaporative fraction (LHF/(LHF + SHF)) is rela-
tively high in both wet and dry equilibria because soil moisture is fixed at 
field capacity (Figure 2d).

In wet equilibria, the time-mean dry static energy anomaly and WTG vertical 
velocity are positive in the upper troposphere but negative in the lower tropo-
sphere (Figures 3a and 3c), with lower-tropospheric subsidence likely linked 
to evaporative cooling by precipitation (Romps, 2012a). Stronger large-scale 
ascent in the upper troposphere coincides with increases in cloud fraction 
and relative humidity (Figures  3e and  3g). Radiative cooling decreases 
below extensive upper-tropospheric cloud layers and increases above them 
(Figure  3i). In dry equilibria, the time-mean dry static energy anomaly is 
small in the free troposphere and mostly negative in the boundary layer, 
except near the surface at relatively high insolation (Figure 3b). Large-scale 
subsidence is weak in the free troposphere and somewhat stronger near the 
surface, except at relatively high insolation where a shallow ascending layer 
forms (Figure 3d). The atmosphere is cloud-free, relative humidity is low in 
the free troposphere but somewhat higher in the boundary layer, and radiative 
cooling is around 1 K day −1 in the free troposphere with a peak near the top 
of the boundary layer (Figures 3f, 3h, and 3j).

Time-mean surface temperatures are higher in wet equilibria than in dry equi-
libria, but more sensitive to increases in insolation in dry equilibria than in 
wet equilibria (Figure 4a). Both features can be understood at least empiri-

cally in terms of surface heating by radiative fluxes (net shortwave plus downward longwave fluxes at the surface, 
Figure 4b) and MSE in the near-surface atmosphere (Figure 4c). Higher surface radiative heating requires a larger 

Figure 2.  Domain- and time-average precipitation and evaporation (a), 
top-of-atmosphere net radiative flux (b), precipitable water (c), and surface 
evaporative fraction (d) from the last 20 days of simulations initialized with 
a humid atmosphere (solid lines) and with a dry atmosphere (dashed lines). 
Vertical black lines in panel (a) show ±1 standard error of daily-average 
precipitation rates.
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surface-atmosphere disequilibrium to maintain surface energy balance, and higher near-surface MSE requires 
higher surface temperatures to maintain a given surface-atmosphere disequilibrium. In dry equilibria with low 
insolation, surface radiative heating is relatively low because of limited downward longwave emission from the 
dry free troposphere, and near-surface MSE is relatively low because of boundary layer drying by large-scale 
subsidence. However, both surface radiative heating and near-surface MSE increase quickly with increasing 
insolation as surface heating increases and the boundary layer becomes deeper and moister. As a result, surface 
temperatures in dry equilibria are low at low insolation but increase rapidly with increasing insolation. In wet 
equilibria with low insolation, surface radiative heating is relatively high because the free troposphere is relatively 
moist, and convection maintains relatively high near-surface MSE in a convectively-coupled boundary layer. As 
insolation increases, increasing cloud cover limits increases in surface radiative heating, and near-surface MSE 
drops, likely due to increased cooling by precipitation-driven downdrafts. As a result, surface temperatures in wet 
equilibria are relatively high at low insolation but actually decrease slightly as insolation increases.

Finally, we note that while convection in wet equilibria remains disaggregated, boundary layer humidity in 
dry equilibria organizes into distinct moist and dry regions at low insolation (Figure 5). Analysis of the mois-
ture budget for (16 km) 2 mesoscale blocks, following Bretherton and Blossey (2017), suggests that organiza-
tion is associated with upgradient moisture transport by boundary layer circulations: vertical advection of the 
domain-averaged moisture profile increases the precipitable water anomaly in the moistest quartile of mesoscale 
blocks by more than 0.3 mm day −1 in the simulations where organization occurs, and by just 0.1 mm day −1 in the 
simulation where organization does not occur (not shown). We have not analyzed the boundary layer circulations 
in detail, but a plausible driver is reduced radiative cooling in relatively moist regions of the boundary layer 
(Naumann et al., 2019).

4.  Negative Soil Moisture-Precipitation Feedbacks From Surface Drying
The surface moisture budget is out of balance in both the wet and dry equilibria documented in the previous 
section. In wet equilibria, precipitation exceeds evaporation, and the surface acts as a moisture sink. Because 
the evaporative fraction is already high, however, allowing soil moisture to evolve in time does not significantly 
modify the wet state: soil moisture simply increases until drainage and runoff balance precipitation minus evapo-
ration, and evaporation remains high (not shown). In dry equilibria, in contrast, evaporation exceeds precipitation, 
and the surface acts as a moisture source. In this case, allowing soil moisture to evolve in time will significantly 

Figure 3.  Time- and domain-mean dry static energy anomaly (a, b), weak temperature gradient vertical velocity (c, d), cloud fraction (e, f), relative humidity (g, h), and 
radiative heating (i, j) in wet equilibria (top) and dry equilibria (bottom). All profiles are averages over the last 20 days of simulation.
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alter the dry state: as the surface dries, latent heat fluxes will gradually be 
replaced by sensible heat fluxes. In this section, we test whether dry equilib-
ria persist as the surface dries out, or whether surface drying can trigger a 
transition back to a precipitating state.

Specifically, we continue by restarting simulations from dry equilibria, but 
with interactive soil moisture. We set the soil depth D to 1 m. This value is 
chosen to be large enough to avoid substantial changes in evaporative fraction 
over a single diurnal cycle, but small enough to allow soil moisture to equili-
brate over a timescale of several tens of days. Other boundary conditions are 
left unchanged when simulations are restarted. For α = 0.7 and 0.8 (where 
both wet and dry equilibria exist with fixed soil moisture), we find that a tran-
sient reduction in evaporative fraction (associated with surface drying) trig-
gers a transition back to an unaggregated precipitating equilibrium (Figure 6). 
Lower insolation requires lower evaporative fraction before the transition 
occurs. This transition is a form of a negative soil moisture-precipitation 
feedback: surface drying triggers the onset of precipitation, which remois-
tens the surface. For α = 0.6 (which does not support a wet equilibrium with 
fixed soil moisture) the simulation remains non-precipitating, including if the 
simulation is extended for an additional 100 days.

To assess whether transitions from non-precipitating to precipitating states 
are sensitive to the initial conditions used to restart simulations, we run 
additional simulations with α = 0.7 and α = 0.8, but restarted from the dry 
equilibrium state obtained with fixed soil moisture at α = 0.6 (For brevity, 
we refer to these simulations as “controlled initial condition” experiments 
moving forward.). We find that controlling for differences in initial condi-
tions has little effect on the long-term evolution of the simulations. Evapora-
tive fractions appear to lose memory of initial conditions after a ∼5–10 day 
adjustment period, and the timing of transitions to precipitating equilibria is 
insensitive to differences in initial conditions (Figure 6).

To illustrate how the dry state changes as the surface dries out, we define 
boundary layer specific humidity (qb), boundary layer DSE (sb), and bound-
ary layer MSE (hb) as mass-weighted averages over every grid point in the 
lowest kilometer of the atmosphere, and we plot trajectories in a phase space 
using qb and sb as axes. We include points at 18 local solar time (LST) on 
each day, when hb is close to its diurnal maximum, and end trajectories after 
100 days or when the daily-average precipitation rate exceeds 1 mm day −1 
anywhere in the model domain. These trajectories suggest that the transi-
tion back to a precipitating equilibrium is linked to changes in thermody-
namic properties of the boundary layer: as the surface dries, both sb and qb 
increase, producing an increase in hb that eventually permits the onset of deep 
convection (Figure 7a). For a given α, transitions to precipitating equilibria 

(endpoints labeled “wet” in Figure 7) occur at nearly identical locations in phase space regardless of the initial 
condition, and are preceded by nearly-identical trajectories (compare solid and dashed lines in Figure 7a).

The increase in sb is an unsurprising consequence of surface drying, which increases surface temperature and 
sensible heat fluxes. The increase in qb is more surprising, because it occurs despite a reduction in evaporation, 
and we devote the rest of this section to examining why qb increases as the surface dries out. The point we will 
pursue is that qb is influenced both by evaporation (which moistens the column) and by large-scale subsidence 
(which dries the column), and that a decrease in evaporation need not necessarily lead to a drier atmosphere if 
drying by large-scale subsidence simultaneously becomes weaker.

To begin, we note that the domain-average precipitable water budget in non-precipitating states (neglecting rela-
tively small contributions of at most 0.4 mm day −1 from humidity relaxation in the free troposphere) is

Figure 4.  Domain- and time-average surface temperature (a), surface radiative 
heating (b), and near-surface moist static energy (c) from the last 20 days of 
simulations that attain wet equilibria (solid lines) and dry equilibria (dashed 
lines). In panel (b), black lines show surface heating by all-sky radiative fluxes 
and gray lines show surface heating by clear-sky radiative fluxes.
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d𝑃𝑃𝑃𝑃

d𝑡𝑡
= 𝐸𝐸 − ∫

𝐻𝐻

0

𝜌𝜌𝜌𝜌𝑊𝑊 𝑊𝑊𝑊𝑊

𝜕𝜕 𝜕𝜕𝜕𝑣𝑣

𝜕𝜕𝜕𝜕
d𝑧𝑧𝑧� (16)

where PW is precipitable water, E is evaporation, and ρ is density. This equation links changes in evaporation 
and subsidence drying to changes in precipitable water, but not directly to qb. To develop a connection with qb, 
we re-write the budget as

d𝑃𝑃𝑃𝑃

d𝑡𝑡
= 𝐸𝐸 −𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑞𝑞𝑣𝑣𝑣𝑣,� (17)

where 𝐴𝐴 𝐴𝐴𝐴𝑣𝑣𝑣𝑣 is domain-average specific humidity at the surface, and the ventilation mass flux Mvent is given by the 
moisture-gradient-weighted average of the WTG mass flux as

𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 =

(

∫
𝐻𝐻

0

𝜌𝜌𝜌𝜌𝑊𝑊 𝑊𝑊𝑊𝑊

𝜕𝜕 𝜕𝜕𝜕𝑣𝑣

𝜕𝜕𝜕𝜕
d𝑧𝑧

)

∕

(

∫
𝐻𝐻

0

𝜕𝜕 𝜕𝜕𝜕𝑣𝑣

𝜕𝜕𝜕𝜕
d𝑧𝑧

)

=
1

𝑞𝑞𝑣𝑣𝑣𝑣 ∫
𝐻𝐻

0

𝜌𝜌𝜌𝜌𝑊𝑊 𝑊𝑊𝑊𝑊

𝜕𝜕 𝜕𝜕𝜕𝑣𝑣

𝜕𝜕𝜕𝜕
d𝑧𝑧𝑧� (18)

This equation assumes that 𝐴𝐴 𝑞𝑞𝑣𝑣 ≈ 0 at z = H. If the boundary layer is well-mixed, we expect that 𝐴𝐴 𝑞𝑞𝑣𝑣𝑣𝑣 ≈ 𝑞𝑞𝑏𝑏 , giving

d𝑃𝑃𝑃𝑃

d𝑡𝑡
≈ 𝐸𝐸 −𝑀𝑀𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑞𝑞𝑏𝑏.� (19)

This equation captures the following idea: for a given E (set by surface energy balance and soil moisture) and 
Mvent (set primarily by the large-scale mass flux at the top of the boundary layer, where the vertical humidity 
gradient is large), achieving a steady-state precipitable water budget requires increasing boundary layer moisture 
(qb) until the moisture gradient at the top of the boundary layer is large enough for subsidence drying to balance 
moistening by evaporation. This interpretation suggests that a useful phase space for visualizing the combined 
effects of changes in evaporation and subsidence drying is one with E and Mvent as axes. In this space, an increase 
in the ratio E/Mvent indicates that evaporation and the subsidence mass flux are co-evolving in a way that requires 
an increase in qb to return to a steady state. Our simulations are not in steady state as the surface dries, so we do 
not expect E/Mvent to track the diagnosed value of qb exactly, but we do expect simulations to evolve toward a state 
with higher qb if E/Mvent increases over time.

Trajectories in E-Mvent space show that the ratio E/Mvent can increase by a factor of two or more as the surface 
dries (Figure 7b), qualitatively consistent with diagnosed increases in boundary layer qb. As expected, the time 

Figure 5.  One-hour-average precipitable water (plan view) at midnight on the last day of each simulation of dry equilibria.
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evolution of E/Mvent is not a precise quantitative match to the time evolution 
of qb. Variations in qb lag variations in E/Mvent, and E/Mvent tends to slightly 
overestimate qb even when the time rate of change of qb is small because the 
boundary layer is not always well-mixed near the surface (Figure 8). However, 
the evolution of E/Mvent captures key qualitative features of the evolution of 
qb, including increases preceding the onset of precipitation at α = 0.7 and 
0.8, and a transient increase followed by a decrease at α = 0.6. In both cases, 
increases in boundary layer humidity are driven by decreases in Mvent that 
occur as the surface dries but before evaporation completely shuts off.

To further investigate why the ventilation mass flux decreases as the 
surface dries out, we plot single-day time series of Mvent over the last day 
of the α  =  0.6 simulation used to generate the initial condition used for 
controlled-initial-condition restart experiments (larger circles in Figure 7), 
and on later days during controlled-initial-condition restart experiments 
(crosses in Figure 7) when E/Mvent has become substantially larger. During the 
last day of the experiment used to generate the initial condition, the ventila-
tion mass flux is positive (indicating boundary layer drying by the large-scale 
flow) throughout the day. As the surface dries during restart experiments, 
however, the ventilation mass flux switches sign from positive to negative 
(indicating boundary layer moistening by the large scale flow) during the 6 hr 
following solar noon (Figure 9).

Examining boundary layer profiles at 15 LST (3  hr since solar noon) on 
the days plotted in Figure 9 suggests that negative ventilation mass fluxes 
during the afternoon are associated with positive near-surface DSE anom-
alies produced by an increase in boundary layer temperature as the surface 
dries (Figures 10a–10c). Near the top of the boundary layer, DSE anomalies 
are negative and the magnitude of DWTG (i.e., the vertical distance that air 
must be displaced to nullify the DSE anomaly) is relatively small because 
stability is relatively high (Figures 10d–10f). The magnitude of DWTG is much 
larger near the surface, where it is set by the DSE anomaly and the minimum 
stability parameter γ, which limits the strength of vertical motion within the 
nearly-neutrally-stable boundary layer. (Note that the DSE anomaly does 
not have to be vertically uniform for stability to be low because the WTG 
reference profile contains only a shallow boundary layer.) The non-local 
response to near-surface increases in DWTG produces strong ascent within the 
boundary layer and weak ascent—but ascent nonetheless—at the boundary 
layer top (Figures  10g–10i), where the vertical specific humidity gradient 
is largest (Figures 10j–10l). Ascent in well-mixed portions of the boundary 

layer, although possibly unphysically strong, produces relatively small large-scale tendencies because large-scale 
vertical motion interacts with the rest of the model only through the vertical advection of energy and moisture. 
In contrast, much weaker ascent at the boundary layer top and below about 950 hPa (where the boundary layer is 
not well mixed) produces substantial moisture sources. The net result is moisture import, rather than export, by 
the large-scale flow (Figures 10m–10o).

To summarize: before soil moisture decreases, dry equilibria are maintained by large-scale subsidence that 
ventilates the boundary layer and prevents evaporation from re-moistening the atmosphere. Decreasing soil 
moisture leads to decreasing evaporation, which by itself would lead to further drying of the boundary layer. 
However,  lower soil moisture also leads to warming of the surface and boundary layer, which weakens parameter-
ized subsidence and eventually produces low-level ascent during the afternoon. These changes reduce boundary 
layer ventilation (drying) by the large-scale circulation and lead to boundary layer moistening, despite reduced 
surface evaporation. The combination of boundary layer moistening and warming leads to increases in boundary 
layer MSE, which increases convective instability and eventually leads to the onset of convection and precipita-
tion. There are limitations to this analysis. It is diagnostic, not predictive, and does not (e.g.,) explain why weaker 
boundary layer drying by large-scale subsidence more than compensates for weaker moistening by evaporation. It 

Figure 6.  Time series of 24-hr-average evaporative fraction (a) and 
precipitation (b) in simulations restarted from dry equilibria with interactive 
soil moisture. Solid lines show time series from restart experiments with 
different initial conditions for different values of α, and dashed lines show 
time series from controlled initial condition experiments restarted from dry 
equilibria obtained with fixed soil moisture and α = 0.6.
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also relies on a domain-mean perspective that ignores boundary layer organization in dry states (recall Figure 5). 
Nevertheless, it provides a basic understanding of a surprising result: that surface drying can trigger a transition 
from a non-precipitating state back to a precipitating state.

5.  Sensitivity to the Large-Scale Dynamics Parameterization
In the previous section, we showed that surface drying can trigger a transition from a dry state to a precipitating 
state in simulations with parameterized large-scale dynamics. Our analysis suggests that the transition is enabled 

Figure 7.  Trajectories of simulations restarted from dry equilibria with interactive soil moisture in phase spaces using boundary layer DSE and moisture (a) and 
evaporation and ventilation mass flux (b) as axes. Solid lines show trajectories from restart experiments with different initial conditions for different values of α, and 
dashed lines show time series from controlled initial condition experiments. Gray lines in panel (a) are contours of constant boundary layer moist static energy (units 
of kJ kg −1, increasing by increments of 2 kJ kg −1 moving upwards), and gray lines in panel (b) are contours of constant E/Mvent (units of g kg −1, increasing by factors 
of 2 moving clockwise). Trajectories evolve in the directions indicated by arrows. Endpoints labeled “dry” denote trajectories that end after 100 days in a dry state, 
and endpoints labeled “wet” denote trajectories that end because of the onset of precipitation (details in text). Trajectories in panel (a) include points taken at 18 local 
solar time on each day, and trajectories in panel (b) include 24 hr averages for each day. Large circles and crosses show, respectively, the controlled initial condition 
and points along trajectories examined in more detail in subsequent figures. Small circles show 5 day increments along trajectories started from the controlled initial 
condition.

Figure 8.  Time evolution of qb (solid) and E/Mvent (dashed) in restart experiments with different initial conditions for different α. Time series are terminated when 
precipitation exceeds 1 mm day −1 anywhere in the model domain (panels a and b) or after 100 days (panel c).
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Figure 9.  Single-day time series of the ventilation mass flux on the last day of the α = 0.6 simulation used to generate the initial condition for controlled-initial-
condition restart experiments (dashed lines, marked by large circles in Figure 7) and later days during controlled-initial-condition restart experiments (solid lines, 
marked by crosses in Figure 7).

Figure 10.  Boundary layer profiles at 15 local solar time on the last day of the simulation used to generate the initial condition for controlled-initial-condition restart 
experiments (dashed lines, marked by large circles in Figure 7) and on later days during controlled-initial-condition restart experiments (marked by crosses in Figure 7). 
Panels (a–c) show the dry static energy anomalies relative to the weak temperature gradient (WTG) reference profile, panels (d–f) show DWTG diagnosed from the dry 
static energy anomaly, panels (g–i) show the WTG vertical velocity calculated from DWTG, panels (j–l) show domain-average specific humidity, and panels (m–o) show 
the WTG moisture tendency calculated from the WTG vertical velocity and domain-average specific humidity. X's in the second column mark regions where DWTG is 
limited by the minimum stability parameter γ. Thin gray lines show the boundary layer top for the initial condition (dashed) and on later days (solid), defined as the 
lowest level with domain-average specific humidity below 80% of its value in the lowest model level.
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by interactions between surface drying, near-surface DSE anomalies, and large-scale vertical motion near the top 
of the boundary layer. However, we want to emphasize that there are reasons to be cautious about the robustness 
of the response to surface drying. Some skepticism is warranted particularly because the transition from a dry to 
a precipitating state is influenced by changes to the near-surface large-scale circulation, where the basic assump-
tions underlying the WTG parameterization (i.e., that fast gravity wave speeds lead to small horizontal tempera-
ture gradients) are least valid, and where the parameterization requires some fixes (notably the specification of a 
minimum stability) to produce finite vertical velocities.

In particular, our analysis of the transition from a dry state to a precipitating state suggests that the transition 
might be less likely to occur with a WTG parameterization that uses a larger value for the minimum stability 
parameter, or that only allows a local response of the vertical velocity to DSE anomalies. Increasing the minimum 
stability parameter should result in a smaller DWTG for a given DSE anomaly in a neutrally-stable boundary layer, 
and so might reduce the strength of large-scale ascent near the surface and the top of the boundary layer. Allowing 
only a local response to DSE anomalies would link large-scale ascent at the top of the boundary layer to DSE 
at the top of the boundary layer, and so might prevent near-surface DSE anomalies from inducing ascent at the 
top of the boundary layer where vertical moisture gradients are strongest. To be clear: the non-local relationship 
between DSE anomalies and large-scale ascent is a feature of SWTG schemes (Herman & Raymond, 2014), not 
a bug, but exploring robustness to the presence of this feature is still worthwhile.

We test the effect of these two changes by repeating our experiments with two alternative WTG schemes. One 
alternative scheme is an SWTG scheme, unchanged except that γ is increased from 0.3 to 1 K km −1. The other 
alternative scheme is a CWTG scheme, again following Herman and Raymond  (2014). The structure of and 
parameters in the CWTG scheme are identical to the SWTG used in previous sections, except that wWTG is calcu-
lated as

𝑤𝑤𝑊𝑊𝑊𝑊𝑊𝑊(𝑧𝑧) = sin

(

𝜋𝜋𝜋𝜋

𝐻𝐻

)

𝐷𝐷𝑊𝑊𝑊𝑊𝑊𝑊(𝑧𝑧)

𝜏𝜏1
� (20)

for 1 km < z < H, set to 0 for z > H, and tapered linearly to zero at the surface from its value at 1 km.

Simulations using the alternative SWTG scheme and CWTG scheme share some qualitative features with simula-
tions using the original SWTG scheme. Multiple equilibria experiments with soil moisture fixed at field capacity 
still produce bistability at intermediate insolation (Figure 11), and surface drying in simulations restarted from 
dry equilibria with interactive soil moisture still, in some cases, results in a transition back to a precipitating state 
(Figure 12). However, both the alternative SWTG scheme and the CWTG scheme differ from the original SWTG 
scheme in that they support dry equilibria with fixed soil moisture at relatively-higher insolation, and in that some 
bistability remains even when soil moisture is made interactive. The evolution of boundary layer properties as the 

Figure 11.  As in Figure 2a, but for simulations using the alternative spectral WTG (SWTG) scheme (a) and the conventional 
WTG (CWTG) scheme (b).
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surface dries out also looks somewhat different with the alternative SWTG and CWTG schemes: although tran-
sient increases in boundary layer MSE still occur, they are less dramatic than with the original SWTG scheme, 
and often appear because increases in boundary layer DSE outpace decreases in boundary layer moisture, not 
because both increase (Figure 13).

Overall, these results are consistent with our expectations. Alternative SWTG and CWTG simulations do 
retain key qualitative features of simulations with the original SWTG scheme: multiple equilibria still appear 
over an intermediate range of insolation, and surface drying is still capable of triggering a transition from a 
non-precipitating to a precipitating equilibrium. However, the escape from a dry equilibrium occurs less readily 
in alternative SWTG and CWTG simulations, emphasizing (as expected) that the robustness of dry equilibria in 
simulations with parameterized large-scale dynamics over a land surface is sensitive to how the parameterized 
circulation responds to changes in surface and boundary layer temperatures.

6.  Conclusions
In this paper, we show that convection-permitting simulations support multiple equilibria in precipitation over a 
freely-evaporating land surface when coupled to a parameterization of large-scale circulations based on the WTG 

Figure 13.  As in Figure 7a, but for simulations using the alternative spectral WTG (SWTG) scheme (a) and the conventional WTG (CWTG) scheme (b).

Figure 12.  As in Figure 6a, but for simulations using the alternative spectral WTG (SWTG) scheme (a) and the conventional 
WTG (CWTG) scheme (b). Increases in evaporative fraction over time indicate transitions back to precipitating states.
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approximation (Section 3). The presence of multiple equilibria is fundamentally linked to interactive coupling 
between the model state and the parameterized large-scale circulation: this coupling produces an open hydrologi-
cal cycle with a three-way balance between precipitation, evaporation, and large-scale moisture transport, permit-
ting steady-states where precipitation balances evaporation and moisture convergence (“wet equilibria”) and 
where moisture divergence balances evaporation (“dry equilibria”). We then demonstrate that a transient reduc-
tion in soil moisture, which increases sensible heat fluxes and decreases latent heat fluxes, can trigger a transition 
from a dry equilibrium back to a wet equilibrium (Section 4). This negative soil moisture-precipitation feedback 
is associated with an increase in boundary layer moisture that occurs despite reductions in evaporation, and that 
we link to increasingly inefficient boundary layer drying by the large-scale circulation. However, we also show 
that the degree of compensation between weaker moistening by evaporation and weaker drying by the large-scale 
circulation is sensitive to the formulation of the large-scale dynamics parameterization, and that modifying the 
large-scale dynamics parameterization can alter the parameter space where negative soil moisture-precipitation 
feedbacks occur (Section 5). We will conclude in this section with a discussion of the extent to which our results 
provide robust physical insight, and an outlook on the use of convection-permitting simulations with parameter-
ized large-scale dynamics as a tool for process studies of land-atmosphere interactions.

Our first result—that multiple equilibria in precipitation are possible for a WTG-constrained atmosphere over a 
freely-evaporating land surface—seems likely to be a physically robust one. Although the parameter space where 
multiple equilibria appear is somewhat sensitive to the formulation of the WTG scheme (compare Figures 2 
and 11), both precipitating and non-precipitating equilibria are supported over a fairly wide range of solar lati-
tudes in all cases. Moreover, the existence of multiple equilibria in our WTG simulations is consistent with work 
on convective self-aggregation, a similar bifurcation into moist precipitating and dry non-precipitating regimes 
(Sentić & Sessions, 2017; Sessions et al., 2016). The freely evaporating land surface used in our fixed-soil-moisture 
simulations is essentially a thin slab ocean, and the small number of studies that examine self-aggregation in 
cloud-resolving simulations over an interactive surface suggest that coupling to a slab ocean delays but does not 
necessarily prevent the onset of convective self-aggregation (Hohenegger & Stevens, 2016; Shamekh et al., 2020; 
Tompkins & Semie, 2021) and may help maintain aggregated states once established (Shamekh et al., 2020). 
These results, which show that stable self-aggregated states are possible when coupled to a slab ocean, are echoed 
by ours, which show that large-amplitude moisture perturbations can lead to bifurcations into moist precipitating 
and dry non-precipitating equilibria in WTG simulations coupled to a freely-evaporating land surface. Exploring 
whether WPG (Edman & Romps, 2014; Kuang, 2008; Romps, 2012a) simulations exhibit multiple equilibria 
when coupled to a land-like surface is beyond the scope of this work, but is an interesting potential direction for 
future research. WPG simulations tend not to support multiple equilibria when coupled to a fixed-temperature 
ocean surface (Daleu et al., 2015), but the same is true of SWTG simulations (Herman & Raymond, 2014), and 
we nonetheless found robust bistability in SWTG simulations coupled to a land-like surface.

Our second result—that transient surface drying can trigger a transition from a non-precipitating state back 
to a precipitating state—seems physically plausible, but is less clearly robust. An increase in near-surface 
convergence and low-level ascent over a dry surface occurs in simulations with resolved soil moisture gradi-
ents (Hohenegger & Stevens, 2018; Imamovic et al., 2017; Taylor et al., 2013), which aligns with our finding 
that surface drying can reduce both evaporation and boundary layer ventilation by large-scale circulations, and 
suggests that including both effects of surface drying might be a useful refinement to simple models for the equi-
librium boundary layer over land under the influence of fixed large-scale subsidence (Betts, 2000; Cronin, 2013; 
Kim & Entekhabi, 1998). Our sensitivity experiments highlight some reasons to be skeptical about how reliably 
WTG schemes simulate the link between surface drying, boundary layer temperature anomalies, and changes to 
the low-level large-scale circulation. Importantly, though, we do observe key qualitative similarities across sensi-
tivity experiments with different WTG parameterizations: all exhibit bistability with fixed soil moisture, and all 
have at least one non-precipitating equilibrium where surface drying triggers a transition back to a precipitating 
state. Links between surface drying and low-level ascent are likely to be captured by WPG schemes, possibly 
more accurately than by WTG schemes, because WPG schemes directly parameterize the horizontal pressure 
gradients that drive low-level convergence over hot dry surfaces. This suggests that surface drying in simulations 
with WPG schemes may also favor the onset of precipitation, although confirming this prediction would require 
additional experiments that are outside the scope of this work.

Guillod et al. (2015) and Moon et al. (2019) argue that it can be insightful to distinguish between “spatial,” “tempo-
ral,” and heterogeneity-driven soil moisture-precipitation feedbacks. The negative soil moisture-precipitation 
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feedback identified in our simulations is similar to negative “spatial” feedbacks (rain more likely at locations where 
soil is dry) identified in previous studies (Guillod et al., 2015; Hohenegger & Stevens, 2018; Moon et al., 2019; 
Taylor et al., 2013) in that the feedback involves the onset of rain over an anomalously-dry surface. (In our simu-
lations, the “anomaly” is felt through differences relative to the WTG reference temperature profile.) Notably, 
however, our simulations produce a negative feedback despite being unable to converge moisture released by 
evaporation from surrounding wet soil. The presence of multiple equilibria (i.e., persistent wet and dry states) in 
our WTG simulations suggests that observed positive “temporal” feedbacks (rain more likely during times when 
soil is wet) may be due at least in part to atmospheric persistence, as suggested by Guillod et al. (2015). The 
simulations reported here do not address heterogeneity-driven soil moisture-precipitation feedbacks (whether 
rain is more likely when soil moisture is more or less spatially heterogeneous). An early version of this work 
(Abbott, 2021) used simulations with spatially-varying surface properties to explore the influence of soil mois-
ture heterogeneity on transitions from dry to wet equilibria, but we found robust results difficult to obtain because 
of sensitivity to poorly-resolved mixing in the nocturnal boundary layer.

Differences between our results with different WTG schemes can be traced back to uncertainties in how best to 
parameterize large-scale vertical motion near the surface. These uncertainties are weaknesses of WTG-constrained 
models of the land-atmosphere system, but they are counterbalanced by an important strength: parameteriz-
ing large-scale circulations provides a way to simulate a land region with an open hydrological cycle without 
running simulations on a large domain. For studies with convection-permitting models, this allows computational 
resources to be dedicated to increased resolution—important for accurately representing cloud-topped bound-
ary layers, convective updraft speeds, free-tropospheric humidity, and mean cloud cover (Honnert et al., 2020; 
Jeevanjee, 2017; Jeevanjee & Zhou, 2022; Jenney et al., 2022)—or large parameter sweeps rather than increased 
domain size. Simulations with parameterized large-scale circulations also offer a simple tool for testing how 
physics parameterizations represent regional climate over tropical land, potentially providing a pathway to reduc-
ing the gap between soil moisture-precipitation feedbacks as represented with explicit versus parameterized 
convection (Hohenegger et al., 2009; Taylor et al., 2013).

So how best to move forward? One obvious need is some reasonable “ground truth” that can be used to validate 
(or invalidate) the response of WTG or WPG parameterizations to changes in land surface properties. One reason-
able way to obtain this “ground truth” is by comparing simulations with explicitly simulated and parameterized 
large-scale circulations. This approach has been used in the past to test parameterizations of large-scale circu-
lations over sea surface temperature “hotspots” (Romps, 2012a), and could be adapted to focus on the response 
to changes in land surface properties by replacing the “hotspot” with a patch of land, although some  past stud-
ies (Cronin et al., 2015; Leutwyler & Hohenegger, 2021) highlight two-way interactions between islands and 
large-scale temperature profiles that may be difficult to capture in WTG or WPG simulations with fixed refer-
ence profiles. Additionally, introducing weak rotation in simulations with resolved large-scale circulations could 
provide a way to probe when WTG or WPG assumptions break down, a relevant question because regions where 
land-atmosphere coupling is strongest are somewhat off-equator (Dirmeyer, 2011), where the Coriolis param-
eter is small but non-zero. Alternatively, understanding how perturbations in surface fluxes at different scales 
project onto mesoscale circulations that converge or diverge moisture could be phrased as a problem in dry fluid 
dynamics, with a stable free troposphere overlying a neutrally-stratified boundary layer, imposed heterogeneity 
in surface buoyancy fluxes, and a moisture variable as a passive tracer. Solutions to this prototype problem could 
then be used as a test for local parameterizations of large-scale transports.

Ultimately, however, confidence in the fidelity of WTG parameterizations should be based on their ability to 
reproduce observations. To our knowledge, the only model-observation comparison for WTG simulations over 
land is the study of Anber, Gentine, et al. (2015), which provides compelling evidence that current versions of 
WTG parameterizations are capable of reproducing observations of Amazonian climate during both the wet 
and dry seasons. Their wet- and dry-season simulations both include substantial amounts of rainfall, and so 
build confidence in the ability of WTG-constrained models to represent precipitating states over tropical land. In 
contrast, our understanding of the behavior and fidelity of large-scale dynamics parameterizations in arid conti-
nental regimes—where strong heating can be confined to a relatively shallow boundary layer—is quite limited, 
and exploring the ability of WTG-constrained simulations to reproduce observed features of dry spells over tropi-
cal land would help develop a firmer foundation for their use across a broad range of climate states. Although this 
paper highlights some possible challenges in parameterizing the response of large-scale circulations to surface 
drying, it also documents rich behavior that can be leveraged to study how land-atmosphere coupling affects the 
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stability of wet and dry states, and so encourages an increased focus on the use of convection-permitting models 
with parameterized large-scale dynamics as idealized models for regional continental climate.

Data Availability Statement
SAM is publicly available (http://rossby.msrc.sunysb.edu/∼marat/SAM.html). Modifications to the SAM source 
code, simulation input files, and simulation output underlying this work are archived at https://doi.org/10.5281/
zenodo.8117628 (Abbott & Cronin, 2023).
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